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Preface to "Information Geometry"

The mathematical field of information geometry originated from the observation that Fisher information can be used to define a Riemannian metric on manifolds of probability distributions. This led to a geometrical description of probability theory and statistics, which over the years has developed into a rich mathematical field with a broad range of applications in the data sciences. Moreover, similar to the concept of entropy, there are various connections to and applications of information geometry in statistical mechanics, quantum mechanics, and neuroscience.

It has been a pleasure to act as a guest editor for this first Special Issue on information geometry in the journal Entropy. For me, as a physicist working on the development and application of data science techniques in the context of nuclear fusion experiments, the interdisciplinary character of information geometry has always been one of the main reasons for its appeal. There are, of course, many other domains in physics where geometrical notions play a key role, including classical mechanics, continuum mechanics (which I have been teaching at Ghent University for several years now), general relativity, and much of modern physics. This interplay between the beautiful and elegant formalism of differential geometry on the one hand and physics and data science on the other hand is both fascinating and inspiring. The variety of topics covered by this Special Issue is a reflection of this cross-fertilization between disciplines.

"Information Geometry I" has been a great success, and although the papers were published already several years ago, it was decided that it was worthwhile to reprint the collection of papers in book form. Indeed, even though all papers present original research, many have a strong tutorial character, and we were honored to receive multiple contributions by authorities in the field. The papers have been structured according to their main subject area, or field of application, and we briefly discuss each of them in the following.

We start with two papers related to the foundations of information geometry. We were very pleased to receive a contribution by one of the founders of the field of information geometry, prof. Shun-ichi Amari. In his paper, the dually flat structure of the manifold of positive measures is discussed, derived from a class of Bregman divergences. These so-called \((\rho, \tau)\)-divergences, originally proposed by J. Zhang, are defined in terms of two monotone, scalar functions \((\rho, \tau)\) and form a unique class of dually flat, decomposable divergences. This is extended to the set of positive-definite matrices, additionally requiring invariance of the divergence under matrix transformations. It is well known that such dually flat manifolds have computationally desirable properties in applications to classification and information retrieval.

Harsha K. V. and Subrahmanian Moosath K. S. introduce \(F\)-geometry as a generalization of \(\alpha\)-geometry, based on a representation of a probability density function through a function \(F\). They then combine this with another function \(G\) to define a weighted expectation, from which an \((F,G)\)-metric and connection are deduced. A condition for two of such structures to lead to dual connections is also derived. However, it was shown by Zhang (J. Zhang, Entropy 17, pp. 4485–4499, 2015) that this framework is equivalent to the \((\rho, \tau)\)-geometry introduced earlier by him. Although the present paper is slightly different in perspective, it should be read with this equivalence in mind.

The next four papers deal with applications of information geometry in statistics. The paper by Frank Critchley and Paul Marriott presents an important research program aimed at rendering some of the most useful results of information geometry more accessible to statisticians in
practical applications. Indeed, the formalism of differential geometry and tensor algebra can appear daunting at first sight and may present an obstacle to adoption of many useful results by practitioners. The paper describes a computational framework that facilitates implementation of results from information geometry, based on an embedding of various important statistical models in a (sufficiently large) simplex. Challenges related to extension of the framework to the infinite-dimensional case are touched upon as well.

In the paper by Paul Vos and Karim Anaya-Izquierdo, the goal is to identify one-dimensional exponential families enjoying a number of properties that are convenient for statistical modeling, i.e., parametrization by a measure of central tendency, unimodality, and monotone likelihood ratio. The basis for the framework is the multinomial distribution, modeled geometrically by the simplex. The selection of exponential families with desirable properties is then based on a partitioning of the natural parameter space of the family of multinomial distributions by means of convex cones.

Guido Montúfar and co-workers consider various possibilities to define natural Riemannian metrics on polytopes of stochastic matrices, which describe the conditional probability distribution of two categorical random variables. Inspired by the classical result regarding the uniqueness of the Fisher metric by requiring invariance under Markov morphisms, they define metrics derived from a natural class of stochastic maps between such polytopes, or, alternatively, through embeddings in various possible model spaces. They provide recommendations as to which metric to use, depending on the application.

André Klein, in his article, provides a survey of several matrix algebraic properties of the Fisher information matrix corresponding to weakly stationary time series. The link with various structured matrices arising from a number of time series models is demonstrated. A statistical distance measure is built using the Fisher information matrix in the context of classical and quantum information. Finally, conditions are obtained for the Fisher information of a stationary process to obey certain forms of the Stein equation.

We continue with three papers concerning applications of information geometry in Bayesian inference and simulation. Keisuke Yano and Fumiyasu Komaki, in their paper, construct constant-risk Bayesian predictive densities using the Kullback-Leibler loss function when the distributions of the data and the target variable to be predicted are different but have a common unknown parameter. Specifically, the issue of prior selection is investigated, and several applications are given.

Samuel Livingstone and Mark Girolami provide an introduction to recent enhancements of Markov chain Monte Carlo simulation techniques inspired by information geometry. They apply this to the Metropolis–Hastings algorithm driven by Langevin diffusion, gradually transforming the ingredients to the setting of a Riemannian manifold equipped with a metric similar to the Fisher information metric. Pointers to various applications are given. The paper is written in a way that also makes it accessible to practitioners with little background in stochastic processes and geometry.

The paper by Hui Zhao and Paul Marriott concerns Bayesian inference making use of variational methods for approximating the posterior distribution. In the context of inference for time series models that switch between different regimes, variational Bayes is shown to be a computationally attractive alternative to Markov chain Monte Carlo simulations. The geometry related to the projection of the posterior onto a computationally tractable family of distributions is elucidated by means of a simple example. This is followed by an application wherein it is shown that variational Bayes is successful in estimating the regime-switching model, including the number of regimes.

Applications of information geometry in machine learning are represented by the following
three papers. The article by Frank Nielsen and colleagues considers \( \kappa \)-means histogram clustering, with applications to, e.g., information retrieval. Based on the \( \alpha \)-divergences as similarity measures, clustering is performed using either the sided (asymmetric) or symmetrized divergence, or by means of the interesting notion of a mixed divergence. An important computational advantage is that the centroids based on the sided and mixed divergences have a closed-form expression. Next, the scheme is extended to algorithms with optimized initialization of cluster centroids, as well as soft clustering.

Salem Said and co-workers present a class of distributions on the manifold of the univariate normal model equipped with the Fisher information metric. Expressed in terms of the Fisher-Rao distance, the distributions are used as priors for modeling the classes in Bayesian classification problems of normal distributions. Characteristics of this “Gaussian” distribution on the manifold are discussed, as well as estimation of its parameters and the posterior using the Laplace approximation. In an application to classification of image textures, the improved performance of these priors over conjugate priors is demonstrated.

Luigi Malagò and Giovanni Pistoni address optimization on manifolds of exponential distributions on a discrete state space using Newton’s method, which is based on second-order calculus. In particular, the goal is to find maxima of the expectation of a function with respect to the distribution (stochastic relaxation). Details of the computation are provided, including calculation of the Riemannian Hessian. A nonparametric formalism is used, with a view to extension to the infinite-dimensional case.

The next three papers are related to the role of information geometry in complex systems research. Domenico Felice and colleagues consider the time-averaged volume explored by geodesics on a statistical manifold as an indicator of complexity of the entropic dynamics of a system. The parameters of the model play the role of macrovariables conveying information on the system’s microstate. Examples are given for the case of univariate, bivariate, and trivariate normal distributions, providing interesting results depending on correlations between the microvariables.

Alexandre Levada investigates the role of entropy and Fisher information in pairwise isotropic Gaussian Markov random fields, acting as models for complex systems. Expressions for these quantities are derived and the evolution of the Fisher information, and entropy is studied as a function of the inverse temperature of the system. An interesting interpretation is given of asymmetries between these curves in terms of the arrow of time.

Masatoshi Funabashi presents a framework for measuring statistical dependence between subsystems of a stochastic model, based on the model’s graph representation. A description in terms of the mixed coordinates of the system is used to quantify the complexity loss incurred by cutting an edge of the graph. In addition, a complexity measure is defined as a geometric mean of Kullback-Leibler divergences between decompositions of the system in terms of subsystems with fewer statistical dependencies. This quantifies the degree to which the system can be decomposed.

The following paper concerns an application to physics, specifically quantum mechanics. Roger Balian gives an overview of a geometrical framework for measuring information loss in quantum systems resulting from the mixing of states. A Riemannian metric is defined, based on the von Neumann entropy, generating a mapping between states and observables. The metric is compared to other quantum metrics, as well as the Fisher–Rao metric, and various geometrical properties are derived. Applications are given to quantum information, as well as equilibrium and non-equilibrium quantum statistical mechanics.

The final paper in the Special Issue is situated at the interface between physics and neuroscience.
Xiaozhao Zhao and colleagues consider the principle of extreme physical information based on the Fisher information, which has been used before in an attempt to establish an information-theoretical basis for physical laws. They extend the idea to cognitive systems and aim at narrowing the gap between the information bound and the data information for such complex systems, by transforming the model to a simpler one. This is done by means of a dimensionality reduction technique, also based on the Fisher information. The approach is applied to derive the model for single-layer Boltzmann machines and interpret their learning algorithms.

We are convinced that the varied collection of papers in this Special Issue will be useful for scientists who are new to the field, while providing an excellent reference for the more seasoned researcher. Furthermore, it is worth mentioning that the second Entropy Special Issue in this series, “Information Geometry II”, will also be published as a book, and that a third Special Issue is being prepared. We hope that the reader will enjoy browsing and reading through this collection of papers as much as we enjoyed guest editing this Special Issue “Information Geometry I”.

Finally, I would like to thank the Editor-in-Chief of Entropy, Prof. Dr. Kevin H. Knuth, for suggesting the opportunity to guest-edit a Special Issue on information geometry. Furthermore, I wish to thank the editorial staff at MDPI for their great help with contacting authors, organizing paper reviews, and editing the original Special Issue in Entropy, as well as the reprinted version in the present book.

Geert Verdoolaege
Special Issue Editor
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Abstract: We consider the graph representation of the stochastic model with \( n \) binary variables, and develop an information theoretical framework to measure the degree of statistical association existing between subsystems as well as the ones represented by each edge of the graph representation. Besides, we consider the novel measures of complexity with respect to the system decomposability, by introducing the geometric product of Kullback–Leibler (KL-) divergence. The novel complexity measures satisfy the boundary condition of vanishing at the limit of completely random and ordered state, and also with the existence of independent subsystem of any size. Such complexity measures based on the geometric means are relevant to the heterogeneity of dependencies between subsystems, and the amount of information propagation shared entirely in the system.

Keywords: information geometry; complexity measure; complex network; system decomposability; geometric mean

1. Introduction

Complex systems sciences emphasize on the importance of non-linear interactions that cannot be easily approximated linearly. In other words, the degrees of non-linear interactions are the source of complexity. The classical reductionism approach generally decomposes a system into its components with linear interactions, and tries to evaluate whether the whole property of the system can still be reproduced. If this decomposition of a system destroys too much information to reproduce the system’s whole property, the plausibility of such reductionism is lost. Inversely, if we can evaluate how much information is ignored by the decomposition, we can assume how much complexity of the whole system is lost. This gives us a way to measure the complexity of a system with respect to the system decomposition.

In stochastic systems described as a set of joint distributions, the interaction can basically be expressed as the statistical association between the variables. The simplest reductionism approach is to separate the whole system into some subsets of variables, and assume the independence between them. If such decomposition does not affect the system’s property, the isolated subsystem is independent from the rest. On the other hand, if the decomposition loses too much information, then the subsystem is inside of a larger subsystem with strong internal dependencies and cannot be easily separated.

The stochastic models have often been represented with the use of graph representation, and treated with the name of complex network [1–3]. Generally, the nodes represent the variables and the weights on the edges are the statistical association between them. However, if we consider the information contained in the different orders of dependencies among variables, the graph with a single kind of edges is not sufficient to express the whole information of the system [4]. An edge of a graph with \( n \) nodes contains the information of statistical association up to the \( n \)-th order dependencies among \( n \) variables. If we try to decompose the system independently by cutting these information, we have to consider what it means to cut the edge of the graph from the information theoretical point of view.
Indeed, analysis on the degree of dependencies existing between variables derived many definitions of complexity in stochastic model [5], which have been mostly studied with information theoretical perspective. Beginning with seminal works of Lempel and Ziv (e.g., [6]), computation-oriented definition of complexity takes deterministic formalization and measures the necessary information to reproduce a given symbolic sequence exactly, which is classified with the name of algorithmic complexity [7–9].

On the other hand, statistical approach to complexity, namely statistical complexity, assumes some stochastic model as theoretical basis, and refers to the structure of information source on it in measure-theoretic way [10–12].

One of the most classical statistical complexities is the mutual information between two stochastic variables, and its generalized form to measure dependence between $n$ variables is proposed (e.g., [13]) and explored in relevance to statistical models and theories by several authors [14–16].

We should also recall that complexity is not necessary conditioned only by information theory, but rather motivated from the organization of living system such as brain activity. The TSE complexity shows further extension of generalized mutual information into biological context, where complexity exists as the heterogeneity between different system hierarchies [17]. These statistical complexities are all based on the boundary condition of vanishing at the limit of completely random and ordered state [18].

The complexity measure is usually the projection from system’s variables to one-dimensional quantity, which is composed to express the degree of characteristic that we define to be important in what means “complexity”. Since the complexity measure is always a many-to-one association, it has both aspects of compressing information to classify the system from simple to complex, and losing resolution of the system’s phase space. If the system has $n$ variables, we generally need $n$ independent complexity measures to completely characterize the system with real-value resolution. The problematics of defining a complexity measure is situated on the edge of balancing the information compression on system’s complexity with theoretical support, and the resolution of the system identification to be maintained high enough to avoid trivial classification. The latter criterion increases its importance as the system size becomes larger. The better complexity measure is therefore a set of indices, with as less number as possible, which characterizes major features related to the complexity of the system. In this sense, the ensemble of complexity measures is also analogous to the feature space of support vector machine. A non-trivial set of complexity measures need to be complementary to each other in parameter space for the possible best discrimination of different systems.

In this paper, we first consider the stochastic system with binary variables and theoretically develop a way to measure the information between subsystems, which is consistent to the information represented by the edges of the graph representation.

Next, we particularly focus on the generalized mutual information as a start point of the argument, and further consider to incorporate network heterogeneity into novel measures of complexity with respect to the system’s decomposability. This approach will be revealed to be complementary to TSE complexity as the difference between arithmetic and geometric means of information.

2. System Decomposition

Let us consider the stochastic system with $n$ binary variables $x = (x_1, \cdots, x_n)$ where $x_i \in \{0, 1\}$ ($1 \leq i \leq n$). We denote the joint distribution of $x$ by $p(x)$. We define the decomposition $p_{\text{dec}}(x)$ of $p(x)$ into two subsystems $y^1 = (x_1, \cdots, x_{n_1})$ and $y^2 = (x_{n_1+1}, \cdots, x_n)$ ($n_1 + n_2 = n$, $y^1 \cup y^2 = x$, $y^1 \cap y^2 = \emptyset$) as follows:

$$p_{\text{dec}}(x) = p(y^1)p(y^2), \quad (1)$$

where $p(y^1)$ and $p(y^2)$ are the joint distributions of $y^1$ and $y^2$, respectively. For simplicity, hereafter we denote the system decomposition using the smallest subscript of variables in each subsystem. For example, in case $n = 4$, $y^1 = (x_1, x_3)$ and $y^2 = (x_2, x_4)$, we describe the decomposed system $p_{\text{dec}}(x)$.
as $<1212>$. The system decomposition means to cut all statistical association between the two subsystems, which is expressed as setting the independent relation between them.

We will further consider the Equation (1) in terms of the graph representation. We define the undirected graph $\Gamma := (V, E)$ of the system $p(x)$, whose vertices $V = \{x_1, \cdots, x_n\}$ and edges $E = V \times V$ represent the variables and the statistical association, respectively. To express the system, we set the value of each vertex as the value of the corresponding variable, and the weight of each edge as the degree of dependency between the connected variables.

There is however a problem considering the representation with a single kind of edge. The statistical association among variables is not only between two variables, but can be independently defined among plural variables up to the $n$-th order. Therefore, the exact definition of the weight of the edges remains unclear. To clarify these problematics, we consider the hierarchical marginal distributions $j$ as another coordinates of the system $p(x)$ as follows:

$$j = (j^1; j^2; \cdots; j^n),$$

where

$$j^1 = (\eta_1, \cdots, \eta_i, \cdots, \eta_n), (1 < i < n),$$
$$j^2 = (\eta_1, 2, \cdots, \eta_{i,j}, \cdots, \eta_{n-1,n}), (1 < i < j < n),$$
$$\vdots$$
$$j^n = \eta_{1,2,\cdots,n},$$

and

$$\eta_1 = \sum_{i_2, \cdots, i_n \in \{0,1\}} p(1, i_2, \cdots, i_n),$$
$$\vdots$$
$$\eta_n = \sum_{i_1, \cdots, i_{n-1} \in \{0,1\}} p(i_1, \cdots, i_{n-1}, 1),$$
$$\eta_{1,2} = \sum_{i_3, \cdots, i_n \in \{0,1\}} p(1, 1, i_3, \cdots, i_n),$$
$$\vdots$$
$$\eta_{n-1,n} = \sum_{i_1, \cdots, i_{n-2} \in \{0,1\}} p(i_1, \cdots, i_{n-2}, 1, 1),$$
$$\vdots$$
$$\eta_{1,2,\cdots,n} = p(1, 1, \cdots, 1).$$

Since the definition of $j$ is a linear transformation of $p(x)$, both coordinates have the degrees of freedom $\sum_{k=1}^n nC_k$.

The subcoordinates $j^1$ are simply the set of marginal distributions of each variable. The subcoordinates $j^k$ ($1 < k \leq n$) include the statistical association among $k$ variables, that can not be expressed with the coordinates less than the $k$-th order. This means that the different statistical associations exist independently in each order among the corresponding sets of the variables. The statistical association represented by the weight of a graph edge $\{x_i, x_j\}$ is therefore the superposition of the different dependencies defined on every subset of $x$ including $x_i$ and $x_j$.

To measure the degree of statistical association in each order, the information geometry established the following setting [19]. We first define another coordinates $\hat{j} = (\hat{j}^1; \hat{j}^2; \cdots; \hat{j}^n)$ that are the dual
coordinates of \( j \) with respect to the Legendre transformation of the exponential family’s potential function \( \psi(\cdot) \) to its conjugate potential \( \phi(j) \) as follows:

\[ \begin{align*}
\eta^1 &= (\theta_1, \ldots, \theta_n), \\
\eta^2 &= (\theta_1, \ldots, \theta_{n-1}, n), \\
\vdots \\
\eta^n &= \theta_{1,2,\ldots,n},
\end{align*} \]

where

\[ \begin{align*}
\psi(\cdot) &= \log \frac{1}{p(0, \ldots, 0)}, \\
\phi(j) &= \sum_i \theta_i \eta_i + \sum_{i < j} \theta_{i,j} \eta_{i,j} + \cdots + \theta_{1,2,\ldots,n} \eta_{1,2,\ldots,n} - \psi(\cdot), \\
\theta_i &= \frac{\partial \phi(j)}{\partial \eta_i}, (1 \leq i \leq n), \\
\theta_{i,j} &= \frac{\partial \phi(j)}{\partial \eta_{i,j}}, (1 \leq i < j \leq n), \\
\vdots \\
\theta_{1,2,\ldots,n} &= \frac{\partial \phi(j)}{\partial \eta_{1,2,\ldots,n}}.
\end{align*} \]

Note that \( j \) can be inversely derived from \( \cdot \), following Legendre transformation between \( \phi(j) \) and \( \psi(\cdot) \):

\[ \begin{align*}
\eta_i &= \frac{\partial \psi(\cdot)}{\partial \theta_i}, (1 \leq i \leq n), \\
\eta_{i,j} &= \frac{\partial \psi(\cdot)}{\partial \theta_{i,j}}, (1 \leq i < j \leq n), \\
\vdots \\
\eta_{1,2,\ldots,n} &= \frac{\partial \psi(\cdot)}{\partial \theta_{1,2,\ldots,n}}.
\end{align*} \]

Using the coordinates \( \cdot \), the system is described in the form of the exponential family as follows:

\[ p(x) = \sum_i \theta_i x_i + \sum_{i < j} \theta_{i,j} x_i x_j + \cdots + \theta_{1,2,\ldots,n} x_1 x_2 \cdots x_n - \psi(\cdot). \]  

The information geometry revealed that the exponential family of probability distribution forms a manifold with a dual-flat structure. More precisely, the coordinates \( \cdot \) form a flat manifold with respect to the Fisher information matrix as the Riemannian metric, and \( \alpha \)-connection with \( \alpha = 1 \). Dually to \( \cdot \), the coordinates \( j \) are flat with respect to the same metric but \( \alpha \)-connection with \( \alpha = -1 \). It is known that \( \cdot \) and \( j \) are orthogonal to each other with respect to the Fisher information matrix. This structure give us a way to decompose the degree of statistical association among variables into separated elements of arbitrary orders. We define the so-called \( k \)-cut mixture coordinates \( i^k \) as follows [14].

\[ \begin{align*}
i^k &= (j^{k+}; \cdot^{k+}), \\
j^k &= (j^1, \ldots, j^k), \\
\cdot^k &= (\cdot^{k+}, \ldots, \cdot^n).
\end{align*} \]
We also define the k-cut mixture coordinates \( \eta^k \) as \((ij^k; \mathbf{0}, \ldots, \mathbf{0})\) with no dependency above the k-th order. We denote the system specified with \( \eta^k \) and \( \eta_0^k \) as \( p(x, \eta^k) \) and \( p(x, \eta_0^k) \), respectively.

Then the degree of the statistical association more than the k-th order in the system can be measured by the Kullback-Leibler (KL-) divergence \( D[p(x, \eta^k) : p(x, \eta_0^k)] \):

\[
2N \cdot D[p(x, \eta^k) : p(x, \eta_0^k)] \sim \chi^2 \left( \sum_{i=k+1}^{n} C_i \right),
\]

where \( D[\cdot : \cdot] \) is the KL-divergence from the first system to the second one.

Here, the decomposition is performed according to the orders of statistical association, which does not spatially distinguish the vertices. If we define the weight of an edge \( \{x_i, x_j\} \) with the KL-divergence, the above k-cut coordinates \( \eta^k \) are not appropriate to measure the information represented in each edge. We need to set another mixture coordinates so that to separate only the existing information between \( x_i \) and \( x_j \) regardless of its order.

Let us return to the definition of the system decomposition and consider on the dual-flat coordinates \( \eta \) and \( j \).

**Proposition 1.** The independence between the two decomposed systems \( y^1 = (x_1^1, \ldots, x_n^1) \) and \( y^2 = (x_1^2, \ldots, x_n^2) \) can be expressed on the new coordinates \( \eta^\text{dec} \) as follows:

\[
\eta^\text{dec}_{i} = \eta_i, \quad (1 \leq i \leq n),
\]

\[
\eta^\text{dec}_{i,j} = \begin{cases} 
\eta_{i,j} (1 \leq i < j \leq n), & \text{if } \{x_i, x_j\} \subseteq y^1 \text{ or } \subseteq y^2, \\
\eta_{i,j} (1 \leq i < j \leq n), & \text{else}
\end{cases},
\]

\[
\eta^\text{dec}_{i,j,k} = \begin{cases} 
\eta_{i,j,k} (1 \leq i < j < k \leq n), & \text{if } \{x_i, x_j, x_k\} \subseteq y^1 \text{ or } \subseteq y^2, \\
\eta_{i,j,k} (1 \leq i < j < k \leq n), & \text{else if } \{x_i, x_j\} \subseteq y^1 \text{ or } \subseteq y^2, \\
\eta_{i,j,k} (1 \leq i < j < k \leq n), & \text{else if } \{x_i, x_k\} \subseteq y^1 \text{ or } \subseteq y^2, \\
\eta_{i,j,k} (1 \leq i < j < k \leq n), & \text{else if } \{x_j, x_k\} \subseteq y^1 \text{ or } \subseteq y^2
\end{cases},
\]

\[
\vdots
\]

\[
\eta^\text{dec}_{1,2,\ldots,n} = \eta_{s[1,k_1,\ldots,k_{n-1}]}, (x_i \in y^1, x_j \in y^2),
\]

where \( s[\cdot \ldots \cdot] \) is the ascending sort of the internal sequence.

Then the corresponding dual coordinates \( \phi^\text{dec} \) take 0 elements as follows:

\[
\phi^\text{dec}_{i,j} = 0, \quad (1 \leq i < j \leq n), \quad \text{if } \{x_i, x_j\} \cap y^1 \neq \phi \text{ and } \{x_i, x_j\} \cap y^2 \neq \phi
\]

\[
\phi^\text{dec}_{i,j,k} = 0, \quad (1 \leq i < j < k \leq n), \quad \text{if } \{x_i, x_j, x_k\} \cap y^1 \neq \phi \text{ and } \{x_i, x_j, x_k\} \cap y^2 \neq \phi
\]

\[
\vdots
\]

\[
\phi^\text{dec}_{1,2,\ldots,n} = 0.
\]

**Proof.** For simplicity, we show the cases of \( n = 2 \) and \( n = 3 \) for the first node separation.
For \( n = 2 \), the above defined \( j^{\text{dec}} \) for the system decomposition \( < 12 > \) give its dual coordinates \( \phi^{\text{dec}} \) as follows:

\[
\begin{align*}
\phi^{\text{dec}}_1 &= \log \left( \frac{\eta_1^{\text{dec}} - \eta_1^{\text{dec}, 1,2}}{1 - \eta_1^{\text{dec}} - \eta_2^{\text{dec}} + \eta_1^{\text{dec}, 1,2}} \right) = \log \frac{\eta_1}{1 - \eta_1}, \\
\phi^{\text{dec}}_2 &= \log \left( \frac{\eta_1^{\text{dec}} - \eta_1^{\text{dec}, 1,2}}{1 - \eta_1^{\text{dec}} - \eta_2^{\text{dec}} + \eta_1^{\text{dec}, 1,2}} \right) = \log \frac{\eta_2}{1 - \eta_2}, \\
\phi^{\text{dec}}_{1,2} &= \log \left( \frac{\eta_1^{\text{dec}} - \eta_1^{\text{dec}, 1,2} + \eta_2^{\text{dec}}}{(1 - \eta_1^{\text{dec}} - \eta_2^{\text{dec}} + \eta_1^{\text{dec}, 1,2})} \right) = 0,
\end{align*}
\]

which means the first and second node is independent.

For \( n = 3 \), the above defined \( j^{\text{dec}} \) for the system decomposition \( < 123 > \) give its dual coordinates \( \phi^{\text{dec}} \) as follows:

\[
\begin{align*}
\phi^{\text{dec}}_1 &= \log \left( \frac{\eta_1^{\text{dec}} - \eta_1^{\text{dec}, 1,2} - \eta_3^{\text{dec}}}{1 - \eta_1^{\text{dec}} - \eta_2^{\text{dec}} + \eta_1^{\text{dec}, 1,2} - \eta_3^{\text{dec}}} \right) = \log \frac{\eta_1}{1 - \eta_1}, \\
\phi^{\text{dec}}_2 &= \log \left( \frac{\eta_1^{\text{dec}} - \eta_1^{\text{dec}, 1,2} - \eta_3^{\text{dec}}}{1 - \eta_1^{\text{dec}} - \eta_2^{\text{dec}} + \eta_1^{\text{dec}, 1,2} - \eta_3^{\text{dec}}} \right) = \log \frac{\eta_2 - \eta_3}{1 - \eta_2 - \eta_3 + \eta_2}, \\
\phi^{\text{dec}}_{1,2} &= \log \left( \frac{\eta_1^{\text{dec}} - \eta_1^{\text{dec}, 1,2} - \eta_3^{\text{dec}}}{1 - \eta_1^{\text{dec}} - \eta_2^{\text{dec}} + \eta_1^{\text{dec}, 1,2} - \eta_3^{\text{dec}}} \right) = \log \frac{\eta_3 - \eta_3}{1 - \eta_2 - \eta_3 + \eta_2}, \\
\phi^{\text{dec}}_{1,3} &= \log \left( \frac{\eta_1^{\text{dec}} - \eta_1^{\text{dec}, 1,2} + \eta_3^{\text{dec}}}{(1 - \eta_1^{\text{dec}} - \eta_2^{\text{dec}} + \eta_1^{\text{dec}, 1,2} + \eta_3^{\text{dec}})} \right) = \log \frac{\eta_3(1 - \eta_2 - \eta_3 + \eta_2)}{(\eta_2 - \eta_2)(\eta_3 - \eta_3)}, \\
\phi^{\text{dec}}_{2,3} &= \log \left( \frac{\eta_1^{\text{dec}} - \eta_1^{\text{dec}, 1,2} + \eta_3^{\text{dec}}}{(1 - \eta_1^{\text{dec}} - \eta_2^{\text{dec}} + \eta_1^{\text{dec}, 1,2} + \eta_3^{\text{dec}})} \right) \times \frac{\eta_1^{\text{dec}} - \eta_1^{\text{dec}, 1,2} + \eta_3^{\text{dec}}}{(1 - \eta_1^{\text{dec}} - \eta_2^{\text{dec}} + \eta_1^{\text{dec}, 1,2} + \eta_3^{\text{dec}})} \right) = 0
\end{align*}
\]

which means the first node is independent from the other nodes.

The generalization is possible with the use of recurrence formula between system size \( n \) and \( n + 1 \), according to the symmetry of the model and Legendre transformation between \( j^{\text{dec}} \) and \( \phi^{\text{dec}} \) coordinates.

Numerical proof can be obtained by computing directly 0 elements of \( \phi^{\text{dec}} \) from \( j^{\text{dec}} \). □
The definition of $j^{\text{dec}}$ means to decompose the hierarchical marginal distributions $j$ into the products of the subsystems’ marginal distributions, in case the subscripts traverse the two subsystems. Therefore, only the statistical associations between two subsystems are set to be independent, while the internal dependencies of each subsystem remain unchanged. This is analytically equivalent to compose another mixture coordinates $\xi$, namely the $< \cdots >$-cut coordinates, with proper description of the system decomposition with $< \cdots >$. The $\xi$ consists of the $j$ coordinates with the subscripts that do not traverse between the decomposed subsystems, and the $\xi$ coordinates whose subscripts traverse between them.

For simplicity, we only describe here the case $n = 4$ and the decomposition $< 1133 >$ (the set of the first, second, and the third, fourth nodes each form a subsystem). The system $p(x)$ is expressed with the $< 1133 >$-cut coordinates $\xi$, as

\[
\begin{align*}
\xi_1 &= \eta_1, \\
\vdots \\
\xi_4 &= \eta_4, \\
\xi_{1,2} &= \eta_{1,2}, \\
\xi_{1,3} &= \theta_{1,3}, \\
\xi_{1,4} &= \theta_{1,4}, \\
\xi_{2,3} &= \theta_{2,3}, \\
\xi_{2,4} &= \theta_{2,4}, \\
\xi_{3,4} &= \eta_{3,4}, \\
\xi_{1,2,3} &= \theta_{1,2,3}, \\
\vdots \\
\xi_{2,3,4} &= \theta_{2,3,4}, \\
\xi_{1,2,3,4} &= \theta_{1,2,3,4}.
\end{align*}
\]  

The decomposed system with no statistical association between two subsystems have the following coordinates $\xi^{\text{dec}}$, which is, in any decomposition, equivalent to set all $\theta$ in $\xi$, as $0$:

\[
\begin{align*}
\xi_1^{\text{dec}} &= \eta_1, \\
\vdots \\
\xi_4^{\text{dec}} &= \eta_4, \\
\xi_{1,2}^{\text{dec}} &= \eta_{1,2}, \\
\xi_{1,3}^{\text{dec}} &= 0, \\
\xi_{1,4}^{\text{dec}} &= 0, \\
\xi_{2,3}^{\text{dec}} &= 0, \\
\xi_{2,4}^{\text{dec}} &= 0, \\
\xi_{3,4}^{\text{dec}} &= \eta_{3,4}, \\
\xi_{1,2,3}^{\text{dec}} &= 0, \\
\vdots \\
\xi_{2,3,4}^{\text{dec}} &= 0, \\
\xi_{1,2,3,4}^{\text{dec}} &= 0.
\end{align*}
\]
This is analytically equivalent to the definition of the decomposition (13)–(14) in case of \(< 1133 >\). Therefore, the KL-divergence \(D[p(x,_) : p(x,_{\text{dec}})]\) measures the information lost by the system decomposition. The following asymptotic agreement to \(\chi^2\) test also holds.

Proposition 2.

\[
2N \cdot D[p(x,_) : p(x,_{\text{dec}})] \sim \chi^2(\#\theta(_)), \tag{21}
\]

where \(\#\theta(_)\) is the number of \(\_\) coordinates appearing in the \(\_\) coordinates.

3. Edge Cutting

We further expand the concept of system decomposition to eventually quantify the total amount of information expressed by an edge of the graph. Let us consider to cut an edge \(\{x_i, x_j\}\) \((1 \leq i < j \leq n)\) of the graph with \(n\) vertices. Hereafter we call this operation as the edge cutting \(i - j\). In the same way as the system decomposition, the edge cutting corresponds to modify the \(j\) coordinates to produce \(j^{\text{ec}}\) coordinates as follows:

\[
\begin{align*}
\eta_{i,j}^{\text{ec}} &= \eta_i \eta_j, \\
\eta_{[i,j,k_1]}^{\text{ec}} &= \eta_{[i,k_1]} \eta_{[j,k_1]}, \\
\eta_{[i,j,k_1,k_2]}^{\text{ec}} &= \eta_{[i,k_1,k_2]} \eta_{[j,k_1,k_2]}, \\
& \vdots \\
\eta_{[i,j,k_1,\cdots,k_{n-2}]}^{\text{ec}} &= \eta_{[i,k_1,\cdots,k_{n-2}]} \eta_{[j,k_1,\cdots,k_{n-2}]}, \\
\{i,j,k_1,\cdots,k_{n-2}\} &= \{1,\cdots,n\},
\end{align*}
\]

and the rest of \(j^{\text{ec}}\) remains the same as those of \(j\).

The formation of \(j^{\text{ec}}\) from \(j\) consists of replacing the \(k\)-th order elements \((k \geq 3)\) of \(j\) including both \(i\) and \(j\) in its subscripts, with the product of the \(k - 1\)-th order \(j\) in maximum subgraphs \((k - 1\) vertices) each including \(i\) or \(j\). This means that all orders of statistical association including the variables \(x_i\) and \(x_j\) are set to be independent only between them. Other relations that do not include simultaneously \(x_i\) and \(x_j\) remain unchanged.

Certain combinations of edge cuttings coincide with system decompositions. For example, in case \(n = 4\), the edge cuttings \(1 - 2, 1 - 3,\) and \(1 - 4\) are equivalent to the system decomposition \(< 1222 >\).

We define the \(i - j\)-cut mixture coordinates \(\_\) for orthogonal decomposition of the statistical association represented by the edge \(\{x_i, x_j\}\). Although actual calculation can be performed only with \(j\) coordinates, this generalization is necessary to have a geometrical definition of the orthogonality. For simplicity, we only describe the \(\_\) in the case of \(n = 4\):
\[ \xi_1 = \eta_1, \quad \xi_4 = \eta_4, \]
\[ \xi_{1,2} = \theta_{1,2}, \quad \xi_{1,3} = \eta_{1,3}, \quad \xi_{1,4} = \eta_{1,4}, \]
\[ \xi_{2,3} = \eta_{2,3}, \quad \xi_{2,4} = \eta_{2,4}, \]
\[ \xi_{3,4} = \eta_{3,4}, \quad \xi_{1,2,3} = \theta_{1,2,3}, \quad \xi_{1,2,4} = \theta_{1,2,4}, \quad \xi_{1,3,4} = \eta_{1,3,4}, \quad \xi_{2,3,4} = \eta_{2,3,4}, \quad \xi_{1,2,3,4} = \theta_{1,2,3,4}. \]  

where orthogonality between the elements of $\xi$ and $\eta$ holds with respect to the Fisher information matrix.

Calculating the dual coordinates $\xi^e$ of $j^e$, we can define the coordinates $\xi^e$ of the system after the edge cutting $1 \rightarrow 2$ as follows:

\[ \xi^e_1 = \eta_1, \quad \xi^e_4 = \eta_4, \quad \xi^e_{1,2} = \theta^e_{1,2}, \quad \xi^e_{1,3} = \eta^e_{1,3}, \quad \xi^e_{1,4} = \eta^e_{1,4}, \quad \xi^e_{2,3} = \eta^e_{2,3}, \quad \xi^e_{2,4} = \eta^e_{2,4}, \quad \xi^e_{3,4} = \eta^e_{3,4}, \quad \xi^e_{1,2,3} = \theta^e_{1,2,3}, \quad \xi^e_{1,2,4} = \theta^e_{1,2,4}, \quad \xi^e_{1,3,4} = \eta^e_{1,3,4}, \quad \xi^e_{2,3,4} = \eta^e_{2,3,4}, \quad \xi^e_{1,2,3,4} = \theta^e_{1,2,3,4}. \]

Note that the edge cutting can not be defined simply by setting the corresponding elements of $\xi^e$ as 0.

Then the KL-divergence $D[p(x, \cdot) : p(x, \xi^e)]$ represent the total amount of information represented by the edge $1 \rightarrow 2$.

The following asymptotic agreement to $\chi^2$ test also holds:
Proposition 3.

\[ 2N \cdot D[p(x, \cdot) : p(x, *^{EC})] \sim \chi^2 (1 + \sum_{k=1}^{n-2} n - z \bar{C}_k). \]  

(24)

We call this \( \chi^2 \) value or the KL-divergence itself as edge information of edge 1 – 2.

4. Generalized Mutual Information as Complexity with Respect to the Total System Decomposition

In previous sections, we have introduced a measure of complexity in terms of system decomposition, by measuring the KL-divergence between a given system and its independently decomposed subsystems. We consider here the total system decomposition, and measure the informational distance \( I \) between the system and the totally decomposed system where each element are independent.

\[ I := \sum_{i=1}^{n} H(x_i) - H(x_1, \ldots, x_n), \]  

(25)

where

\[ H(x) := - \sum_{x} p(x) \log(x). \]  

(26)

This quantity is the generalization of mutual information, and is named in various ways such as generalized mutual information, integration, complexity, multi-information, etc. according to different authors. For simplicity, we call the \( I \) as "multi-information" taking after [15]. This quantity can be interpreted as a measure of complexity that sums up the order-wise statistical association existing in each subset of components with information geometrical formalization [14].

For simplicity, we denote the multi-information \( I \) of \( n \)-dimensional stochastic binary variables as follows, using the notation of the system decomposition:

\[ I = D[< 11 \cdots 1 :< 123 \cdots n >]. \]  

(27)

5. Rectangle-Bias Complexity

The multi-information contains some degrees of freedom in case \( n > 2 \). That is, we can define a set of distributions \( \{ p(x) | I = \text{const.} \} \) with different parameters but the same \( I \) value. This fact can be clearly explained with the use of information geometry. From the Pythagorean relation, we obtain the followings in case of \( n = 3 \):

\[ D[< 111 :< 113 >] + D[< 113 :< 123 >] = D[< 111 :< 123 >], \]
\[ D[< 111 :< 121 >] + D[< 121 :< 123 >] = D[< 111 :< 123 >], \]

(28)

Using these relations, we can schematically represent the decomposed systems on a circle diagram with diameter \( \sqrt{I} \). This representation is based on the analogous algebra between Pythagorean relation of KL-divergence, and that of Euclidian geometry where the circumferential angle of a semi-circular arc is always \( \frac{\pi}{2} \).

Figure 1 represents two different cases with the same \( I \) value in case \( n = 3 \). The distance between two systems in the same diagram corresponds to the square root value of KL-divergence between them. Clearly the left and right figures represent different dependencies between nodes, although they both have the same \( I \) value. Such geometrical variation is possible by the abundance of degree of freedom in dual coordinates compared to the given constraint. There exist 7 degrees of freedom in \( \eta \) or \( \theta \) coordinates for \( n = 3 \), while the only constraint is the invariance of \( I \) value, which only reduce 1
degree of freedom. The remaining 6 degrees of freedom can then be deployed to produce geometrical variation in the circle diagram. As for considering system decomposition, the left figure is difficult to obtain decomposed systems without losing much information. While in the right figure there exists relatively easy decomposition $<122>$, which loses less information than any decomposition in the left figure. We call such degree of facility of decomposition with respect to the losing information as system decompositionability. In this sense, the left system is more complex although the 2 systems both have the same $I$ value. Especially, in case $D[<111>:<122>] = D[<111>:<113>] = D[<111>:<121>]$, the system does not have any easiest way of decomposition, and any isolation of a node loses significant amount of information.

To further incorporate such geometrical structure reflecting system decompositionability into a measure of complexity, we consider a mathematical way to distinguish between these two figures. Although the total sum of KL-divergence along the sequence of system decomposition is always identical to $I$ by Pythagorean relation, their product can vary according to the geometrical composition in the circle diagram. This is analogous to the isoperimetric inequality of rectangle, where regular tetragon gives the maximum dimensions amongst constant perimeter rectangles.

We propose provisionary a new measure of complexity as follows, namely rectangle-bias complexity $C_r$:

$$C_r = \frac{1}{|SD| - 2} \sum_{<\cdots> \in SD} D[<11 \cdots 1>:<\cdots>]: D[<\cdots>:<12 \cdots n>],$$ (29)

where $SD$ is the set of possible system decomposition in $n$ binary variables, and $|SD|$ is the element number of $SD$. For example, $SD = \{<111>,<122>,<121>,<113>,<123>\}$ and $|SD| = 5$ for $n = 3$. This measure distinguishes between the two systems in Figure 1, and gives larger value for the left figure. It also gives maximum value in case $D[<111>:<122>] = D[<111>:<113>] = D[<111>:<121>]$. We propose provisionary a new measure of complexity as follows, namely rectangle-bias complexity $C_r$:

$$C_r = \frac{1}{|SD| - 2} \sum_{<\cdots> \in SD} D[<11 \cdots 1>:<\cdots>]: D[<\cdots>:<12 \cdots n>],$$ (30)

where $SD$ is the set of possible system decomposition in $n$ binary variables, and $|SD|$ is the element number of $SD$. For example, $SD = \{<111>,<122>,<121>,<113>,<123>\}$ and $|SD| = 5$ for $n = 3$. This measure distinguishes between the two systems in Figure 1, and gives larger value for the left figure. It also gives maximum value in case $D[<111>:<122>] = D[<111>:<113>] = D[<111>:<121>]$. 
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Figure 1. Circle diagrams of system decomposition in 3-node network. Both systems have the same value of multi-information $I$ that is expressed as the identical diameter length of the circles. 2 variations are shown, where the left system is more complex ($C_r$ high) in a sense any system decomposition requires to lose more information than the easiest one ($<122>$) in the right figure ($C_r$ low).

6. Complementarity between Complexities Defined with Arithmetic and Geometric Means

We evaluate the possibility and the limit of rectangle-bias complexity $C_r$ comparing with other proposed measures of complexity. The Interests in measuring network heterogeneity have been developed toward the incorporation of multi-scale characteristics into complexity measures. The TSE complexity is motivated from the structure of the functional differentiation of brain activity, which measures the difference of neural integration between all sizes of subsystems and the whole system [17]. Biologically motivated TSE complexity is also investigated from theoretical point of view, to further attribute desirable property as an universal complexity measure independent of system size [20]. The hierarchical structure of the exponential family in information geometry also leads to the order-wise description of statistical association, which can be regarded as a multi-scale complexity measure [14]. The relation between the order-wise dependencies and the TSE complexity is theoretically investigated to establish the order-wise component correspondence between them [15].

These indices of network heterogeneity, however, all depend on the arithmetic mean of the component-wise information theoretical measure. We show that these arithmetic means still miss to measure certain modularity based on the statistical independence between subsystems.

Figure 2 present the simplified cases where complexity measures with arithmetic means fail to distinguish. We consider the two systems with different heterogeneity but identical multi-information $I$. Here, the multi-information can not reflect the network heterogeneity. The TSE complexity and its information geometrical correspondence in [15] has a sensitivity to measure the network heterogeneity, but since the arithmetic mean is taken over all subsystems, they do not distinguish the component-wise break of symmetry between different scales. The renormalized TSE complexity with respect to the multi-information $I$ still has the same insensitivity. Even by incorporating the information of each subsystem scale, the arithmetic mean can balance out between the scale-wise variations, and a large range of the heterogeneity in different scale can realize the same value of these complexities. For the application in neuroscience, the assumption of a model with simple parametric heterogeneity and the comparison of TSE complexity between different $I$ values alleviate this limitation [17].
Figure 2. Schematic examples of stochastic systems with identical multi-information $I$ where complexity measures with arithmetic mean fail to distinguish. (a): Example 1 of stochastic system with homogeneous mean of edge information and symmetric fluctuation of its heterogeneity; (b): Example 2 of heterogeneous stochastic system with bimodal edge information distribution and identical multi-information $I$ and complexity based on arithmetic mean as example 1; (c): schematic representation of the distribution of statistical association (edge information) in upper network; (d): schematic representation of the distribution of statistical association (edge information) in upper network.

In contrast to complexities with arithmetic mean, the rectangle-bias complexity $C_r$ is related to the geometrical mean. The $C_r$ can distinguish the two systems in Figure 2, giving relatively high $C_r$ value to the left system and low value to the right one.

This does not mean, however, that the $C_r$ has a finer resolution than other complexity measures. The constant conditions of complexity measures are the constraints on $\sum_{k=1}^n kC_k$ degrees of freedom in model parameter space, which define different geometrical composition of corresponding submanifolds. We basically need $\sum_{k=1}^n kC_k$ independent measures to assure the real-value resolution of network feature characterization. Complexities with arithmetic and geometric means are just giving complementary information on network heterogeneity, or different constant-complexity submanifolds structure in statistical manifold as depicted in Figure 3. Therefore, it is also possible to construct a class of systems that has identical $I$ and $C_r$ values but different TSE complexity. Complexity measures should be utilized in combination, with respect to the non-linear separation capacity of network features of interest.
Figure 3. Schematic representation of complementarity between complexity measures based on arithmetic mean \( C_a \) and geometric mean \( C_g \) of informational distance. An example of the \( n - 1 \) dimensional constant-complexity submanifolds with respect to \( C_a = \text{const.} \) and \( C_g = \text{const.} \) conditions are depicted with yellow and orange surface, respectively. The dimension of the whole statistical manifold \( S \) is the parameter number \( n \).

7. Cuboid-Bias Complexity with Respect to System Decompositionability

We consider the expansion of \( C_r \) into general system size \( n \). The \( n \geq 4 \) situation is different from \( n = 3 \) and less in the existence of a hierarchical structure between system decompositions.

Figure 4 shows the hierarchy of the system decompositions in case \( n = 4 \). Such hierarchical structure between system decompositions is not homogeneous with respect to the subsystems number, and depends on the isomorphic types of decomposed systems. This fact produces certain difference of meaning in complexity between each KL-divergences when considering the system decompositionability.

Figure 4. Hierarchy of system decomposition for 4 nodes network (\( n = 4 \)). Possible sequences of \( \text{Seq} = \{SD_1(i_s) \rightarrow SD_2(i_s) \rightarrow SD_3(i_s) \rightarrow SD_4(i_s) | 1 \leq i_s \leq |\text{Seq}| = 18 \} \) are connected with the lines.

A simple example in 4 nodes network is shown in Figure 5.
Figure 5. Hierarchical effect of sequential system decomposition on cuboid volume and rectangle surface on circle graph. We consider to increase the diameter of the green circle from dotted to dashed one without changing those of the red and blue circles, which gives different effect on the change of $D[<1222>:<1233>]$ and $D[<1133>:<1134>]$ according to the hierarchical structure of the decomposition sequences.

We consider the modification of 2 KL-divergences in the figure, $D[<1111>:<1222>]$ and $D[<1111>:<1133>]$ from the diameter of green dotted circle to the dashed one.

The joint distribution $P(x_1, x_2, x_3, x_4)$ of a discrete distribution with 4 binary variables $(x_1, x_2, x_3, x_4) (x_1, x_2, x_3, x_4 \in \{0, 1\})$ have $2^4 - 1 = 15$ parameters, which define the dual-flat coordinates of statistical manifold in information geometry.

On the other hand, the possible system decompositions exist as the followings in $n = 4$:

$$SD := \{ <1111>, <1114>, <1131>, <1211>, <1222>, <1133>, <1212>, <1221>, <1134>, <1214>, <1231>, <1224>, <1232>, <1233>, <1234> \}. \quad (31)$$

Since the number of possible system decompositions is 15, and each is associated with the modification of different sets of $P(x_1, x_2, x_3, x_4)$ parameters, the system decompositions and KL-divergences between them can be defined independently. This also holds even under the constant condition of $I$ value or other complexity measures except the ones imposing dependency between system decompositions.

This means that we can independently modify the diameter of green dotted circle in Figure 5, without changing the diameters of the red and blue circles, which define the system decompositions $<1233>$ and $<1134>$ in the sub-hierarchy of $<1222>$ and $<1133>$, respectively. Other KL-divergences can also be maintained as given constant values for the same reason.

The rectangle-biased complexity $C_r$ increases its value with such modification, but does not reflect the heterogeneity of KL-divergences according to the hierarchy of system decompositions. If we consider the system decompositionability as the mean facility to decompose the given system into its finest components with respect to the “all” possible system decompositions, such hierarchical difference also has a meaning in the definition of complexity.

The effect of modifying the diameter of the green dotted circle is different between the decomposition sequences $<1111>\rightarrow<1222>\rightarrow<1233>\rightarrow<1234>$ and $<1111>\rightarrow<1222>\rightarrow<1233>\rightarrow<1234>$.
The value of \( D[i] \) of \( SD_i \) of \( Seq \) corresponds to the system decomposition, which is aligned according to the hierarchy with the following algorithmic procedure (based on [15]):

1. **Initialization:** Set the initial sets of system decomposition of all sequences in \( Seq \) as the whole system \( SD_i(i_i) := <1111 \cdots 1 > (1 \leq i \leq \lvert Seq \rvert) \).

2. **Step \( i \rightarrow i + 1 \):** If the system decomposition is the total system decomposition \( SD_i(i_i) := <1233 \cdots n > \), then stop. Otherwise, choose a non-decomposed subsystem \( SS_i(i_i) \) of the system decomposition \( SD_i(i_i) \), and further divide it into two independent subsystems \( SS_i^1(i_i) \) and \( SS_i^2(i_i) \) different for each \( i_i \). \( SD_{i+1}(i_i) \) is then defined as a system decomposition of total system that further separates independently subsystems \( SS_i^1(i_i) \) and \( SS_i^2(i_i) \), in addition to the previous decomposition \( SD_i(i_i) \).

3. **Go to the next step:** \( i + 1 \rightarrow i + 2 \).

The value of \( |Seq| \) corresponds to the number of different sequences generated by this algorithm. For example, \( |Seq| = 3 \) and \( |Seq| = 18 \) holds for \( n = 3 \) and \( n = 4 \), respectively. The general analytical form \( |Seq|_n \) of \( |Seq| \) with system size \( n \) is obtained as the following recurrence formula:

\[
|Seq|_n = \sum_{i=1}^{\lvert \cdot \rvert} n C_i |Seq|_{n-1} |Seq|_i,
\]

where \( \lvert \cdot \rvert \) is a floor function and with formal definition of \( |Seq|_1 = 1 \).

The products of KL-divergences according to the hierarchical sequences of system decompositions in Equation (32) is related to the volume of \( n - 1 \)-dimensional cuboids in the circle diagram. An example in case of \( n = 4 \) is presented in Figure 5, where two cuboids with 3 orthogonal edges of the different decomposition sequences \( <1111 \rightarrow <1212 \rightarrow <1233 \rightarrow <1234 > \) and \( <1111 \rightarrow <1133 \rightarrow <1134 \rightarrow <1234 > \) are depicted, whose cuboid volumes are

\[
\sqrt{D[<1111 >: <1222 >]} D[<1222 >: <1233 >] D[<1233 >: <1234 >],
\]

and

\[
\]

respectively.
In the same way as $C_r$, we took in the definition of $C_c$ the arithmetic average of cuboid volumes so that to renormalize the combinatorial increase of the decomposition paths ($|\text{Seq}|$) according to the system size $n$.

Note that on the other hand we did not renormalize the rectangle-bias complexity $C_r$ and the cuboid-bias complexity $C_c$ by taking the exact geometrical mean of each product of KL-divergences such as $\sqrt[n-1]{\prod_{i=1}^{n-1} D[ SD_i(i_s) : SD_{i+1}(i_s) ]}$. This is for further accessibility to theoretical analysis such as variational method (see “Further Consideration” section), and does not change qualitative behavior of $C_r$ and $C_c$ since the power root is a monotonically increasing function. This treatment can be interpreted as taking the $(n-1)$-th power of the geometric means for the hierarchical sequences of KL-divergences.

A more comprehensive example on the utility of the cuboid-bias complexity $C_c$ with respect to the rectangle-biased one $C_r$ is shown in Figure 6. We consider the 6 nodes networks ($n = 6$) with the same $I$ and $C_r$ values but different heterogeneity. The system in the top left figure has a circularly connected structure with medium intensity, while that of the top right figure has strongly connected 3 subsystems. These systems have qualitatively five different ways of system decomposition that are the basic generators of all hierarchical sequences $\text{Seq} = \{SD_1(i_s) \rightarrow \cdots \rightarrow SD_5(i_s) | 1 \leq i_s \leq |\text{Seq}|\}$ for these networks. The five basial system decompositions are shown with the number 1⃝, 2⃝, 2⃝′, 3⃝ and 4⃝ in top figures.

The circle diagrams of these systems are depicted in the middle figures. To suppose the same constant value of $C_r$ in both systems, the following condition is satisfied in the middle right figure: $D[<111111>:2⃝] < D[<111111>:1⃝] < D[<111111>:3⃝] < D[<111111>:4⃝]$. Furthermore, the total surface of right triangles sharing the circle diameter as hypotenuse in the middle left and the middle right figures are conditioned to be identical, therefore the rectangle-bias complexity $C_r$ fails to distinguish.

On the other hand, under the same condition, the cuboid-bias complexity $C_c$ distinguishes between these two systems and gives higher value to the left one. The volume of 5-dimensional cuboids of the decomposition sequence $<111111>:\{1⃝,2⃝,2⃝′,3⃝,4⃝\}$ are schematically shown in the bottom figures, maintaining the quantitative difference between KL-divergences. Since the multi-information $I$ is identical between the two systems, so is the values of KL-divergence $D[<111111>:<123456>]$, which is the sum of the KL-divergences along the sequence $<111111>:\{1⃝,2⃝,2⃝′,3⃝,4⃝\}<123456>$ from the Pythagorean theorem. This means that the inequality between the cuboid volumes can be represented as the isoperimetric inequality of high-dimensional cuboid. As a consequence, the left system has quantitatively higher value of $C_c$ than the right one. The cuboid-bias complexity $C_c$ is also sensitive to such heterogeneity.
Figure 6. **Meaning of taking geometric mean over the sequence of system decomposition in cuboid-bias complexity Cc.** (a): Example of 6-node network with circularly connected structure with medium intensity. Edge width is proportional to edge information; (b): Example of 6-node network with strongly connected 3 subsystems. Edge width is proportional to edge information. The multi-information $I$ of the two systems in Top figures are conditioned to be identical; The dotted lines schematically represent possible system decompositions. (c,d): Circle diagrams of each system decomposition in upper networks; The total surface of right triangles sharing the circle diameter as hypotenuse in (c) and (d) are conditioned to be identical, therefore the rectangle-bias complexity $C_r$ fails to distinguish. (e,f): 5-dimensional cuboids of upper networks (Figure 6a,b) whose edges are the root of KL-divergences for the strain of system decomposition $<111111>\rightarrow<123456>$. Only the first 3-dimensional part is shown with solid line, and the remaining 2-dimensional part is represented with dotted line. The volume of cuboid in (e) is larger than the one in (f), according to the isoperimetric inequality of high-dimensional cuboid. The total squared length of each side is identical between two cuboids, which represents multi-information $I = D[<111111>:<123456>]$.

8. **Regularized Cuboid-Bias Complexity with Respect to Generalized Mutual Information**

We further consider the geometrical composition of system decompositions in the circle diagram and insist the necessity of renormalizing the cuboid-bias complexity $C_c$ with the multi-information $I$, which gives another measure of complexity namely “regularized cuboid-bias complexity $C_c^R$.”

We consider the situation in actual data where the multi-information $I$ varies. Figure 7 shows the $n = 3$ cases where the $C_c$ fails to distinguish. Both the blue and red systems are supposed to have the same $C_c$ value by adjusting the red system to have relatively smaller values of KL-divergences.
$D[<111>:<122>]$ and $D[<113>:<123>]$ than the blue one. Such conditioning is possible since the KL-divergences are independent parameters with each other.

![Figure 7](image.png)

**Figure 7.** Examples of the 3-node systems with identical cuboid-bias complexity $C_c$ but different multi-information $I$ on circle graph. (a): System with smaller $I$ but larger $C_R^c$; (b): System with larger $I$ but smaller $C_R^c$; (c): Superposition of the above two systems. The regularized cuboid-bias complexity $C_R^c$ distinguishes between the blue and red systems.

Although the $C_c$ value is identical, the two systems have different geometrical composition of system decompositions in the circle diagram. The red system has relatively easier way of decomposition $<111>\rightarrow<122>$ if renormalized with the total system decomposition $<111>\rightarrow<123>$. This relative decompositionability with respect to the renormalization with the multi-information $I$ can be clearly understood by superimposing the circle diagram of the two systems and comparing the angles between each and total decomposition paths (bottom figure). The red system has larger angle between the decomposition paths $<111>\rightarrow<122>$ and $<111>\rightarrow<123>$ than any others in the blue system, which represents the relative facility of the decomposition under renormalization with $I$. In this term, the paths $<111>\rightarrow<121>$ in the red and blue system do not change its relative facility, and the paths $<111>\rightarrow<113>$ are easier in the blue system.

To express the system decompositionability based on these geometrical compositions in a comprehensive manner, we define the *regularized cuboid-bias complexity* $C_R^c$ as follows:

$$C_R^c := \frac{1}{|\text{Seq}|} \sum_{i=1}^{\frac{n-1}{2}} \prod_{i+1} D[SD_i(i_s) : SD_{i+1}(i_s)] D[<11\cdots1>:<12\cdots n>]$$

$$= D[<11\cdots1>:<12\cdots n>]^{n-1} C_c$$

$$= \frac{C_c}{I_{n-1}}. \quad (37)$$

The red system then has quantitatively smaller $C_R^c$ value than the blue system in Figure 7.

**9. Modular Complexity with Respect to the Easiest System Decomposition Path**

We have considered so far the system decompositionability with respect to the all possible decomposition sequences. This was also a way to avoid the local fluctuation of the network heterogeneity to be reflected in some specific decomposition paths. On the other hand, the easiest decomposition is particularly important when considering the modularity of the system. If there exists hierarchical structure of modularity in different scales with different coherence of the system, the KL-divergence and the sequence of the easiest decomposition gives much information.
Figure 8 schematically shows a typical example where there exist two levels of modularity. Such structure with different scales of statistical coherence appears as functional segregation in neural systems [17], and is expected to be observed widely in complex systems.

The hierarchical topology of the easiest decomposition path reflects these structures. For example, in the system of Figure 8, the decompositions between $<11 \cdots 1>$ and $<1111555999131313>$ are easier than those inside of the 4-node subsystems. The values of KL-divergence also reflect the hierarchy, giving relatively low values for the decomposition between the 4-node subsystems, and high values inside of them. By examining the shortest decomposition path and associated KL-divergences in possible $Seq$, one can project the hierarchical structure of the modularity existing in the system.

For this reason, we define the modular complexity $C_m$ as follows, which is the shortest path component of the cuboid-bias complexity $C_c$:

$$C_m := \prod_{i=1}^{n-1} D[SD_i(i_{\text{min}}) : SD_{i+1}(i_{\text{min}})], \quad (38)$$

where the index $i_{\text{min}}$ of the sequence $SD_1(i_{\text{min}}) \rightarrow SD_2(i_{\text{min}}) \rightarrow \cdots \rightarrow SD_n(i_{\text{min}})$ is chosen as follows:

$$i_{\text{min}} = \{i_1\} \cap \{i_2\} \cap \cdots \cap \{i_{n-1}\}, \quad (39)$$

where

$$\{i_1\} = \underset{i_s}{\arg\min} \{D[SD_1(i_s) : SD_2(i_s)] | 1 \leq i_s \leq |Seq|\},$$

$$\{i_2\} = \underset{i_1}{\arg\min} \{D[SD_2(i_1) : SD_3(i_1)] | i_1 \in \{i_1\}\},$$

$$\vdots$$

$$\{i_{n-1}\} = \underset{i_{n-2}}{\arg\min} \{D[SD_{n-1}(i_{n-2}) : SD_n(i_{n-2})] | i_{n-1} \in \{i_{n-1}\}\}. \quad (40)$$
which gives eventually

\[ i_{\text{min}} = i_{n-1}. \] (41)

This means that beginning from the undecomposed state \( < 11 \cdots 1 > \), we continue to choose the shortest decomposition path in the next hierarchy of system decomposition. The minimization of the path length is guaranteed by the sequential minimization since the geometric mean of isometric path division is bounded below by its minimum component. \( i_{\text{min}} \) is unique if the system is completely heterogenous (i.e., \( D[\text{SD}_1(i_k) : \text{SD}_2(i_k)] \neq D[\text{SD}_1(i_l) : \text{SD}_2(i_l)], 1 \leq i_k < i_l \leq |\text{Seq}| \)), otherwise plural decomposition paths that give the same \( C_m \) value are possible according to the homogeneity of the system. Besides its value, the modular complexity \( C_m \) should be utilized with the sequence information of the shortest decomposition path to evaluate the modularity structure of a system.

The cases where \( C_m \) are identical but \( C_c \) are different can be composed by varying the system decompositions other than in the shortest path \( \text{SD}_1(i_{\text{min}}) \rightarrow \text{SD}_2(i_{\text{min}}) \rightarrow \cdots \rightarrow \text{SD}_n(i_{\text{min}}) \) without modifying the index \( i_{\text{min}} \). There exist also inverse examples with identical \( C_c \) and different \( C_m \), due to the complementarity between \( C_m \) and \( C_c \).

We finally define the regularized modular complexity \( C_m^R \) as follows, for the same reason as defining \( C_c^R \) from \( C_c \):

\[
C_m^R := \max \left\{ \prod_{i=1}^{n-1} \frac{D[\text{SD}_i(i_{\text{min}}) : \text{SD}_{i+1}(i_{\text{min}})]}{D[<11\cdots1>:<12\cdots n>]} \right\},
\]

\[
= \frac{C_m}{n^{n-1}}.
\]

**Proposition 4.** The cuboid-bias complexities \( C_c \) and \( C_c^R \) are bounded by the modular complexities \( C_m \) and \( C_m^R \) respectively:

\[
C_c \leq C_m,
\]

\[
C_c^R \leq C_m^R.
\]

And they coincide at the maximum values under the given multi-information \( I \):

\[
\max \{ C_m | I = \text{const.} \} = \max \{ C_c | I = \text{const.} \},
\]

\[
\max \{ C_m^R \} = \max \{ C_c^R \}.
\]

These relations (43)–(46) are numerically shown in the “Numerical Comparison” section.

The superiority of the modular complexities is due to the hierarchical dependency of KL-divergence value in decomposition paths. In the shortest decomposition path defining modular complexities, the easier system decomposition relatively increase its value since they incorporate more number of edge cutting. Since we eventually cut all edges to obtain \( <12\cdots n> \) at the end of the decomposition sequence, collecting the edges with relatively weak edge information and cutting them together augment the value of the product of KL-divergences. The modular complexities are then the maximum value components among the possible decomposition paths calculated in cuboid-bias complexities:

\[
C_m = \max \left\{ \prod_{i=1}^{n-1} D[\text{SD}_i(i_k) : \text{SD}_{i+1}(i_k)] \bigg| 1 \leq i_k \leq |\text{Seq}| \right\},
\]

\[
C_m^R = \max \left\{ \prod_{i=1}^{n-1} \frac{D[\text{SD}_i(i_k) : \text{SD}_{i+1}(i_k)]}{D[<11\cdots1>:<12\cdots n>]} \bigg| 1 \leq i_k \leq |\text{Seq}| \right\}.
\]
The difference between the cuboid-bias complexities and the modular complexities is an index of the geometrical variation of decomposed systems in the circle graph, which reflects the fluctuation of the sequence-wise system decompositionability. If the variation of the system decompositionability for each system decomposition is large, accordingly the modular complexities tend to give higher values than the cuboid-bias complexities.

10. Numerical Comparison

We numerically investigate the complementarity between the proposed complexities, $C_c$, $C_c^R$, $C_m$, and $C_m^R$. Since the minimum node number giving non-trivial meaning to these measures is $n = 4$, the corresponding dimension of parameter space is $\sum_{k=1}^{n} nC_k = 15$. The constant-complexity submanifolds are therefore difficult to visualize due to the high dimensionality. For simplicity, we focus on the 2-dimensional subspace of this parameter space whose first axis ranging from random to maximum dependencies of the system, and the second one representing the system decompositionability of $<1133>$.

For this purpose, we introduce the following parameters $\alpha$ and $\beta$ (0 $\leq$ $\alpha$, $\beta$ $\leq$ 1) in the $j$-coordinates of the discrete distribution with 4-dimensional binary stochastic variable:

\begin{align*}
\eta_1 &= \eta_0, \\
\eta_2 &= \eta_0, \\
\eta_3 &= \eta_0, \\
\eta_4 &= \eta_0, \\
\eta_{1,2} &= \eta_1\eta_2 + \alpha(\eta_0 - \epsilon - \eta_1\eta_2), \\
\eta_{3,4} &= \eta_3\eta_4 + \alpha(\eta_0 - \epsilon - \eta_3\eta_4), \\
\eta_{1,3} &= \eta_1\eta_3 + \alpha\beta(\eta_0 - \epsilon - \eta_1\eta_3), \\
\eta_{1,4} &= \eta_1\eta_4 + \alpha\beta(\eta_0 - \epsilon - \eta_1\eta_4), \\
\eta_{2,3} &= \eta_2\eta_3 + \alpha\beta(\eta_0 - \epsilon - \eta_2\eta_3), \\
\eta_{2,4} &= \eta_2\eta_4 + \alpha\beta(\eta_0 - \epsilon - \eta_2\eta_4), \\
\eta_{1,2,3} &= \eta_{1,2}\eta_3 + \alpha\beta(\eta_0 - 2\epsilon - \eta_{1,2}\eta_3), \\
\eta_{1,2,4} &= \eta_{1,2}\eta_4 + \alpha\beta(\eta_0 - 2\epsilon - \eta_{1,2}\eta_4), \\
\eta_{1,3,4} &= \eta_1\eta_{3,4} + \alpha\beta(\eta_0 - 2\epsilon - \eta_1\eta_{3,4}), \\
\eta_{2,3,4} &= \eta_2\eta_{3,4} + \alpha\beta(\eta_0 - 2\epsilon - \eta_2\eta_{3,4}), \\
\eta_{1,2,3,4} &= \eta_{1,2}\eta_{3,4} + \alpha\beta(\eta_0 - 3\epsilon - \eta_{1,2}\eta_{3,4}).
\end{align*}

Where $\alpha$ represents the degree of statistical association from random ($\alpha = 0$) to maximum ($\alpha = 1$), and $\beta$ control the system decompositionability of $<1133>$. If $\beta = 1$, the system has the maximum KL-divergence $D[<1111>:<1133>]$ under the constraint of $\alpha$ parameter, and $\beta = 0$ gives $D[<1111>:<1133>] = 0$.

$\epsilon$ is the minimum value of the joint distribution of 4-dimensional variable, which is defined to be more than 0 to avoid singularity in the dual-flat coordinates of statistical manifold. $\epsilon = 1.0 \times 10^{-10}$ and $\eta_0 = 0.5$ was chosen for the calculation.
The system with maximum statistical association under given $\eta_0$ corresponds to the $\alpha = \beta = 1$ condition in given parameters, whose $j$-coordinates become as follows:

\[
\begin{align*}
\eta_1 &= \eta_0, \\
\vdots \\
\eta_4 &= \eta_0, \\
\eta_{1,2} &= \eta_0 - \epsilon, \\
\vdots \\
\eta_{3,4} &= \eta_0 - \epsilon, \\
\eta_{1,2,3} &= \eta_0 - 2\epsilon, \\
\vdots \\
\eta_{2,3,4} &= \eta_0 - 2\epsilon, \\
\eta_{1,2,3,4} &= \eta_0 - 3\epsilon.
\end{align*}
\] (50)

On the other hand, the totally decomposed system corresponds to the $\alpha = 0$ condition, and the $j$-coordinates are:

\[
\begin{align*}
\eta_1 &= \eta_0, \\
\vdots \\
\eta_4 &= \eta_0, \\
\eta_{1,2} &= \eta_0 \eta_0, \\
\vdots \\
\eta_{3,4} &= \eta_0 \eta_0, \\
\eta_{1,2,3} &= \eta_0 \eta_0 \eta_0, \\
\vdots \\
\eta_{2,3,4} &= \eta_0 \eta_0 \eta_0, \\
\eta_{1,2,3,4} &= \eta_0 \eta_0 \eta_0 \eta_0.
\end{align*}
\] (51)

Note that the completely deterministic case $\eta_0 = 1.0$ and $\alpha = \beta = 1$ gives $l = 0$.

The intuitive meaning of these parameters $\alpha$ and $\beta$ are also schematically depicted in Figure 9 bottom right.
Figure 9. Contour plot of the complexity landscape of $I$, $C_c$, $C_m$, $C_c^R$, and $C_m^R$ on $\alpha$-$\beta$ plane. (a): Contour plot superposition of $C_c$ and $C_m$. (b): Contour plot superposition of $C_c^R$ and $C_m^R$. (c): Contour plot of $I$. The color of contour plots corresponds to the color gradient of 3D plots in Figure 10; (d): Schematic representation of the system in different regions of $\alpha$-$\beta$ plane. Edge width represents the degree of edge information, and independence is depicted with dotted line.

Figure 10 shows the landscape of the proposed complexities on the $\alpha$-$\beta$ plane. Their contour plots are depicted in Figure 9. The proposed complexities each differs from others in almost everywhere points on $\alpha$-$\beta$ plane except at the intersection lines. Therefore, these measures serve as the independent features of the system, each has its specific meaning with respect to the system decomposability. The $\alpha$-$\beta$ plane shows a section of the actual structure of the complementarity expressed in Figure 3 between the proposed complexity measures.

The relations between the cuboid-bias complexities and modular complexities in Equations (43)–(46) are also numerically confirmed. The modular complexities are superior than the corresponding cuboid-bias complexities, and coincide at the parameter $\alpha = \beta = 1$ giving maximum values and dependencies in this parameterization.
Figure 10. Landscape of complexities $I$, $C_c$, $C_m$, $C_{c}^{R}$, and $C_{m}^{R}$ on $\alpha$-$\beta$ plane. (a): Multi-information $I$; (b): Cuboid-bias complexity $C_c$; (c): Modular complexity $C_m$; (d): Regularized cuboid-bias complexity $C_{c}^{R}$; (e): Regularized modular complexity $C_{m}^{R}$. All complexity measures show the complementarity intersecting with each other, satisfying the boundary conditions vanishing at $\alpha = 0$ and $\beta = 0$ except the multi-information $I$. Note that regularized complexities $C_{c}^{R}$ and $C_{m}^{R}$ show singularity of convergence at $\alpha \to 0$ due to the regularization of infinitesimal value.

In general case without the parameterization with $\alpha$, $\beta$ and $\eta_0$, the boundary conditions of $C_c$, $C_{c}^{R}$, $C_m$ and $C_{m}^{R}$ include that of the multi-information $I$, which vanish at the completely random or ordered state. This is common to other complexity measures such as the LMC complexity, and fit to the basic
intuition on the concept of complexity situated equivalently far from the completely predictable and disordered states [21,22].

The proposed complexities further incorporate boundary conditions that vanish with the existence of a completely independent subsystem of any size. This means that the $C_c, C^R_c, C_m$ and $C^R_m$ of a system become 0 if we add another independent variable. This property does not reflect the intuition of complexity defined by the arithmetic average of statistical measures. The proposed complexity can better find its meaning in comparison to other complexity measures such as the multi-information $I$, and by interactively changing the system scale to avoid trivial results with small independent subsystem. For example, the proposed complexities could be utilized as the information criteria for the model selection problems, especially with an approximative modular structure based on the statistical independency of data between subsystems. We insist that the complementarity principle between plural complexity measures of different foundation is the key to understand the complexity in a comprehensive manner.

To characterize the property of $C_c, C^R_c, C_m$ and $C^R_m$ in relation to the diverse composition of each system decomposition, it is useful to consider the geometry of their contour structure, as compared in Figure 9. The contour can be formalized as $C_c, C^R_c, C_m, C^R_m = \text{const.}$ for each complexity measure, and $D[<11 \cdots 1>: SD_i(i_k)] = \text{const.}$ (1 $\leq i \leq n - 1, 1 \leq i_k \leq |\text{Seq}|)$ for each system decomposition. For that purpose, analysis with algebraic geometry can be considered as a prominent tool. Algebraic geometry investigates the geometrical property of polynomial equations [23]. The complexities $C_c, C^R_c, C_m$ and $C^R_m$ can be interpreted as polynomial functions by taking each system decomposition as novel coordinates, therefore directly accessible to algebraic geometry. However, if we want to investigate the contour of the complexities on the $p$ parameter space, logarithmic function appears as the definition of KL-divergence, which is a transcendental function and outreach the analytical requirement of algebraic geometry. To introduce compatibility between the $p$ parameter space of information geometry and algebraic geometry, it suffices to describe the model by replacing the logarithmic functions as another $n$ variables such as $q = \log p$, and reconsider the intersection between the result from algebraic geometry on the coordinates $(p, q)$ and $q = \log p$ condition. The contour of $C_c, C^R_c, C_m$ and $C^R_m$ is also important to seek for the utility of these measures as a potential to interpret the dynamics of statistical association as geodesics.

11. Further Consideration

11.1. Pythagorean Relations in System Decomposition and Edge Cutting

We further look back at the system decomposition and edge cutting in terms of the Pythagorean relation between KL-divergences, which is based on the orthogonality between $\eta$ and $\theta$ coordinates.

In system decomposition, the distribution of decomposed system is analytically obtained from the product of subsystems’ $\eta$ coordinates, which is equivalent to set all $\theta^{\text{dec}}$ parameters as 0 in mixture coordinate $\xi^{\text{dec}}$. From the consistency of $\theta^{\text{dec}}$ parameters in $\xi^{\text{dec}}$ being 0 in all system decompositions, we have the Pythagorean relation according to the inclusion relation of system decomposition. For example, the following holds:


(52)

The proof is in the same way as $k$-cut coordinates isolating $k$-tuple statistical association between variables [14].

On the other hand, the edge cutting previously defined using the product of remaining maximum cliques’ $\eta$ coordinates does not coincides with the $\theta^{\text{ec}} = 0$ condition in mixture coordinates $\xi^{\text{ec}}$. We have defined the $\eta^{\text{ec}}$ values of edge cutting based only on the orthogonal relation between $\eta$ and $\theta$. 
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coordinates, by generalizing the rule of system decomposition in \( \eta^{ec} \) coordinates, and did not consider the Pythagorean relation between different edge cuttings.

It is then possible to define another way of edge cutting using \( \theta^{ec} = 0 \) condition in \( \xi^{ec} \). Indeed, in \( k \)-cut mixture coordinates, \( \theta^{k+} = 0 \) condition is derived from the independent condition of the variables in all orders, and \( k \)-tuple statistical association is measured by reestablishing the \( \eta \) parameters for the statistical association up to \( k - 1 \)-tuple order. In the same way, we can set \( \theta^{dec} = 0 \) condition for \( \xi^{dec} \) of a system decomposition, and reestablish edges with respect to the \( \eta \) parameters, except the one in focus for edge cutting.

As a simple example, consider the system decomposition \( <1222> \) and edge cutting \( 1 \rightarrow 2 \) in 4-node graph. We have the mixture coordinate \( \xi^{dec} \) for the system decomposition as follows:

\[
\begin{align*}
\xi^{dec}_{1,2} &= \theta^{dec}_{1,2} = 0, \\
\xi^{dec}_{1,3} &= \theta^{dec}_{1,3} = 0, \\
\xi^{dec}_{1,4} &= \theta^{dec}_{1,4} = 0, \\
\xi^{dec}_{1,2,3} &= \theta^{dec}_{1,2,3} = 0, \\
\xi^{dec}_{1,3,4} &= \theta^{dec}_{1,3,4} = 0, \\
\xi^{dec}_{1,2,3,4} &= \theta^{dec}_{1,2,3,4} = 0,
\end{align*}
\]

where all the rest of \( \xi^{dec} \) coordinates is equivalent to that of \( \eta \) coordinates.

We then consider the new way of edge cutting \( 1 \rightarrow 2 \) by recovering the statistical association in edges \( 1 \rightarrow 3 \) and \( 1 \rightarrow 4 \) from system decomposition \( <1222> \), orthogonally to that of edge \( 1 \rightarrow 2 \). The new mixture coordinate \( \xi^{EC} \) changes to the following:

\[
\begin{align*}
\xi^{EC}_{1,2} &= \theta^{EC}_{1,2} = 0, \\
\xi^{EC}_{1,3} &= \eta_{1,3}, \\
\xi^{EC}_{1,4} &= \eta_{1,4}, \\
\xi^{EC}_{1,2,3} &= \theta^{EC}_{1,2,3} = 0, \\
\xi^{EC}_{1,3,4} &= \eta_{1,3,4}, \\
\xi^{EC}_{1,2,3,4} &= \theta^{EC}_{1,2,3,4} = 0,
\end{align*}
\]

and the rest is equivalent to that of \( \eta \) coordinates.

This new \( \xi^{EC} \) is also compatible with \( k \)-cut coordinates formalization for its simple \( \theta^{EC} = 0 \) conditions. To obtain \( \xi^{EC} \) for arbitrary edge cutting \( i \rightarrow j \), one should take \( \theta^{EC} \) containing \( i \) and \( j \) in its subscript, set them to 0, and combine with \( \eta \) coordinates for the rest of the subscript. For plural edge cuttings \( i \rightarrow j, \ldots, k \rightarrow l \) \((1 \leq i, j, k, l \leq n)\), it suffices to take \( \theta^{EC} \) containing \( i \) and \( j, \ldots, k \) and \( l \) in its subscript respectively, then set them to 0.

We finally obtain the Pythagorean relation between edge cuttings. Denoting the general edge cutting(s) coordinates as \( \xi^{EC}_{i_1,\ldots,i_k,j_1,\ldots,j_l} \), the following holds for the example of system decomposition \( <1222> \):

\[
D[<1111>:<1222>] = D[<1111>:p(\xi^{1-2})] + D[p(\xi^{1-2}):p(\xi^{1-2,1-3})] + D[p(\xi^{1-2,1-3}):p(\xi^{1-2,1-3,1-4})].
\]

Despite the consistency with the dual structure between \( \theta \) and \( \eta \), we do not generally have analytical solution to determine \( \eta^{EC} \) values from \( \theta^{EC} = 0 \) conditions. We should call for some numerical algorithm to solve \( \theta^{EC} = 0 \) conditions with respect to \( \eta^{EC} \) values, which are in general high-degree simultaneous polynomials. Furthermore, numerical convergence of the solution has to be
very strict, since tiny deviation from the conditions can become non-negligible by passing fractional function and logarithmic function of $\theta$ coordinates.

On the other hand, the previously defined edge cutting with $\xi^{\text{sc}}$ using the product between subgraphs' $\eta$ coordinates is analytically simple and does not need to consider the other edges' recovery from system decomposition or independence hypothesis. We then chose the previous way of edge cutting for both calculability and clarity of the concept.

There have been many attempts to approximate complex network by low-dimensional system with the use of statistical physics and network theory. As a contemporary example, moment-closure approximation provides a various way to abstract essential dynamics e.g., in discrete adaptive network [24]. Although the approximation takes several theoretical assumptions such as random graph approximation, it is difficult to quantitatively reproduce the dynamics even in some simplest model. This is partly due to homogeneous treatment of statistics such as truncation into pair-wise order. The edge cutting can offer a complementary view on the evaluation of moment-closure approximations. Using orthogonal decomposition between edge information, one can evaluate which part of network link and which order of statistics contain essential information, which does not necessary conform to top-down theoretical treatment.

11.2. Complexity of the Systems with Continuous Phase Space

We have developed the concept of system decompositionability based on discrete binary variables. One can also apply the same principle to continuous variable.

For an ergodic map $G : X \to X$ in continuous space $X$, KS entropy $h(\mu, G)$ is defined as the maximum of entropy rate with respect to all possible system decomposition $A$, when the invariant measure $\mu$ exists:

$$h(\mu, G) = \sup_A h(\mu, G, A).$$

(56)

where $A$ is the disjoint decomposition of $X$ that consists of non-trivial sets $a_i$, whose total number is $n(A)$, defined as

$$X = \bigcup_{i=1}^{n(A)} a_i,$$

$$a_i \cap a_j = \phi, \ i \neq j, \ 1 \leq i, j \leq n(A),$$

(57)

(58)

meaning the natural expansion of system decomposition into continuous space.

The entropy rate $h(\mu, G, A)$ in Equation (56) is defined as

$$h(\mu, G, A) = \lim_{n \to \infty} \frac{1}{n} H(\mu, A \lor G^{-1}(A) \lor \cdots \lor G^{-n+1}(A)),$$

(59)

according to the entropy $H(\mu, A)$ based on the decomposition $A = \{a_i\}$

$$H(\mu, A) = -\sum_{i=1}^{n(A)} \mu(a_i) \ln \mu(a_i),$$

(60)

and the product $C = A \lor B$ as

$$C = A \lor B$$

$$= \{c_j = a_j \cap b_k | 1 \leq j \leq n(A), 1 \leq k \leq n(B)\}.$$
In a more general case, topological entropy \( h_T \) is defined simply with the number of decomposed subsystem elements by preimages as follows, without requiring ergodicity, therefore neither the existence of invariant measure \( \mu \):
\[
h_T(G) = \sup_A \lim_{n \to \infty} \frac{1}{n} \ln n(A \lor G^{-1}(A) \lor \cdots \lor G^{-n+1}(A)).
\] (62)

Topological entropy takes the maximum value of the possible preimage divisions, in order to measure the complexity in terms of the mixing degree of the orbits. For example, if the KS entropy is positive as \( h(\mu, G) > 0 \), the dynamics of \( G \) on an invariant set of invariant measure \( \mu \) is chaotic for almost everywhere initial conditions. As for the positive topological entropy \( h_T(G) > 0 \), the dynamics of \( G \) contain chaotic orbits, but not necessary as attractive chaotic invariant set, since \( h_T(G) \geq h(\mu, G) \) and the KS entropy can be negative.

Although these definitions are useful to characterize the existence of chaotic dynamics, the system decompositionability is another property representing different aspect of the system complexity. It is rather the matter of the existence of independent dynamics components, or the degree of orbit localization between arbitrary system decompositions. We propose the following “geometric topological entropy” \( h_g(G) \) applying the same principle of taking geometric product between all hierarchical structure of the system decomposition \( A \).
\[
h_g(G) := \prod_{c(A) > 0} \lim_{n \to \infty} \frac{1}{n} \ln n(A \lor G^{-1}(A) \lor \cdots \lor G^{-n+1}(A)),
\] (63)

where \( c(A) > 0 \) means to take all components of \( A \) having positive Lebesgue measure on \( X \).

This gives 0 if the preimage of certain \( a_i \in A \) is \( a_i \) itself, meaning there exist a subsystem \( a_i \) whose range is invariant under \( G \), closed by itself. The system \( X \) can be completely divided into \( a_i \) and the rest. This corresponds to the existence of an independent subsystem in cuboid-bias and modular complexities. In case such independent components do not exist, it still reflects the degree of orbit localization for all possible system decompositions in multiplicative manner. The condition \( c(A) > 0 \) is to avoid trivial case such as the existence of unstable limit cycle, whose Lebesgue measure is 0.

Typical example giving \( h_g(G) = 0 \) is the function having independent ergodic components, such as the Chirikov-Taylor map with appropriate parameter [25].

12. Conclusions and Discussion

We have theoretically developed a framework to measure the degree of statistical association existing between subsystems as well as the ones represented by each edge of the graph representation. We then reconsidered the problem of how to define complexity measures in terms of the construction of non-linear feature space. We defined new type of complexity based on the geometrical product of KL-divergence representing the degree of system decompositionability. Different complexity measures as well as newly proposed ones are compared on a complementarity basis on statistical manifold.

Application of presented theory can encompass a large field of complex systems and data science, such as social network, genetic expression network, neural activities, ecological database, and any kind of complex networks with binary co-occurrence matrix data e.g., [26–29], databases: [30–34]. Continuous variables are also accessible by appropriate discretization of information source with e.g., entropy maximization principle.

In contrast to arithmetic mean of information over the whole system, geometric mean has not been investigated sufficiently in the analysis of complex network. However in different fields, theoretical ecology has already pointed out the importance of geometric mean when considering the long-term fitness of a species population in a randomly varying environment [35,36]. Long-term fitness refers to the ecological complexity of its survival strategy under large stochastic fluctuation. Here, we can find useful analogy between the growth rate of a population in ecology and the spatio-temporal...
propagation rate of information between subsystems in general. If we take an arbitrary subsystem and consider the amount of information it can exchange with all other subsystems, the proposed complexity measures with geometric mean reflect the minimum amount with amongst all possible other subsystems, which can not be distinguished with arithmetic mean. The propagation rate of a population in ecology and the information transmission in complex network hold mathematically analogous structure. In population ecology, the variance of growth rate is crucial to evaluate the long-term survival of the population. Even if the arithmetic mean of growth rate is high, large variance will lead to low geometric mean even with a small amount of exceptionally small fitness situation, which ecologically means extinction of an entire species. In stochastic network, the variance of system decompositionability is essential to evaluate the amount of information shared between subsystems, or information persistence in the entire network. Even the multi-information $I$ is high, large heterogeneity of edge information can lead to informational isolation of certain subsystem, which means extinction of its information. If such subsystem is situated on the transmission pathway, information cannot propagate across these nodes. Therefore, the proposed complexity measures $C_C$, $C^R_C$, $C_m$ and $C^R_m$ generally reflect the minimum amount of information propagation rate spread entirely on the system without exception of isolated division.

Some recent studies on adaptive network focus on the evolution of network topology in response to node activity, such as game-theoretic evolution of strategies [37], opinion dynamics on an evolving network [38], epidemic spreading on an adaptive network [39], etc. Analysis of coevolution network between variables and interactions can capture important dynamical feature of complex systems. In contrast to topological network analysis, the newly proposed complexity measures can complement its statistical dynamics analysis. In addition to the topological change of network model, (e.g., linking dynamics of game theory, opinion community network structure, contact network of epidemics transmission), one can evaluate the emerged statistical association between the variables that does not necessary coincide with the network topology. Interesting feature of non-linear dynamics is the unexpected correlation between distant variables, which is quantified as Tsallis entropy [40]. The complementary relation between concrete interaction and resulting statistical association can provide a twofold methodology to characterize the coevolutionary dynamics of adaptive network. Such strategy can promote integrated science from laboratory experiments to open-field in natura situation, where actual multi-scale problematics remain to be solved [41].

Arithmetic and geometric means can be integrated in a mutual formula called generalized mean [42]. Therefore, the proposed complexity measures with geometric mean of KL-divergence is an expansion of preexisting complexity measures with mixture coordinates. Table 1 summarizes the generalization of complexity measure in this article. Based on the $k$-cut coordinates, the weighted sum of KL-divergence representing $k$-tuple order of statistical association derived complexity measures with (weighted) arithmetic mean such as multi-information $I$ and TSE complexity. On the other hand, we showed that subsystem-wise correlation can also be isolated with the use of mixture coordinates, namely $<\cdots>$-cut coordinates. To quantify the heterogeneity of system decompositionability, we generally took a weighted geometric mean of KL-divergence in $C_C$, $C^R_C$, $C_m$ and $C^R_m$. Here, the shortest path selection of $C_m$ and $C^R_m$, and regularization of $C^R_C$ and $C^R_m$ with respect to multi-information $I$ can be interpreted as the weight function of geometric mean. This perspective brings a definition of a generalized class of complexity measures based on the mixture coordinates and generalized mean of KL-divergence. Information discrepancy can also be generalized from KL-divergence to Bregman divergence, providing access to the concept of multiple centroids in large stochastic data analysis such as image processing [43]. The blank columns of the Table 1 imply the possibility of other complexity measures in this class. For example, the weighted geometric mean of KL-divergence defined between $k$-cut coordinates is expected to yield complexity measures that are sensitive to the heterogeneity of correlation orders. The weighted arithmetic mean of KL-divergence defined between $<\cdots>$-cut coordinates should be sensitive to the mean decompositionability of arbitrary subsystem. Since these measures take analytically different form on mixture coordinates and/or mean
functions, their derivatives do not coincide, which give independent information of the system on the complementary basis on statistical manifold, as long as the number of complexity measures are inferior to the freedom degree of the system.

Table 1. Classification of complexity measures with KL-divergence on mixture coordinates.

<table>
<thead>
<tr>
<th>Generalized Mean of KL-Divergence</th>
<th>Arithmetic Mean</th>
<th>Geometric Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixture Coordinates</td>
<td>$k$-cut $t$</td>
<td>$I$</td>
</tr>
<tr>
<td></td>
<td>$&lt;\cdots&gt;$-cut</td>
<td>$C_{\varepsilon}$, $C_{\varepsilon}^D$, $C_{\varepsilon}$, $C_{\varepsilon}^m$</td>
</tr>
</tbody>
</table>
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